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Abstract

The feasibility problem is at the core of the modeling of many problems in various areas, and

the quasi-convex function usually provides a precise representation of reality in many fields

such as economics, finance and management science. In this paper, we consider the quasi-

convex feasibility problem (QFP), that is to find a common point of a family of sublevel

sets of quasi-convex functions, and propose a unified framework of subgradient methods for

solving the QFP. This paper is contributed to establish the quantitative convergence theory,

including the iteration complexity and the convergence rates, of subgradient methods with

the constant/dynamic stepsize rules and several general control schemes, including the α-

most violated constraints control, the s-intermittent control and the stochastic control. An

interesting finding is disclosed by iteration complexity results that the stochastic control

enjoys both advantages of low computational cost requirement and low iteration complexity.

More importantly, we introduce a notion of Hölder-type error bound property for the QFP,

and use it to establish the linear (or sublinear) convergence rates for subgradient methods to

a feasible solution of the QFP. Preliminary numerical results to the multiple Cobb-Douglas

productions efficiency problem indicate the powerful modeling capability of the QFP and

show the high efficiency and stability of subgradient methods for solving the QFP.
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1. Introduction

Let I := {1, . . . ,m} be a finite index set, and let {fi : i ∈ I} be a family of continuous

functions on Rn. The feasibility problem is to find a point x ∈ Rn such that

fi(x) ≤ 0 for each i ∈ I. (1.1)

The feasibility problem is at the core of the modeling of many problems in various areas

of mathematics and physical sciences, such as image recovery [11], wireless sensor networks

localization [16] and gene regulatory network inference [35].

When the functions involved in (1.1) are convex, the corresponding problem is called

the convex feasibility problem (CFP) that has attracted a great deal of attention in various

application fields. Motivated by its extensive applications, tremendous efforts have been

devoted to the development of optimization algorithms for solving the CFP; see [3, 8, 11, 37,

40] and references therein. One of the most popular approaches for solving the CFP (1.1) is

the class of subgradient methods, which was originally proposed by Censor and Lent [9] with

a cyclic control scheme. Many extensions of subgradient methods have been proposed by

employing several control schemes, such as the parallel control, the s-intermittent control

and the most violated constraint control. Various convergence properties of subgradient

methods for solving the CFP have been well explored; one can refer to a review paper [3]

and a recent book [40].

However, the convex function is too restrictive to many real-life problems encountered

in economics, finance and management science. In contrast, the quasi-convex function usu-

ally provides a much more accurate representation of reality in economics and finance and

still possesses certain desirable properties of convex function. For example, the fraction-

al function, characterized by a ratio of technical terms (e.g., efficiency), is a typical class

of quasi-convex but non-convex functions, which has been widely applied in various areas;

see [2, 33] and references therein. In recent decades, much attention has been drawn to

quasi-convex optimization; see [2, 13, 14, 18, 28, 29, 30, 33] and references therein. For

the feasibility problem (1.1), Censor and Segal considered in [10] the quasi-convex feasibil-

ity problem (QFP), in which the functions involved are quasi-convex. They proposed the

subgradient methods with a dynamic stepsize rule and the most violated constraint/ al-

most cyclic control/ parallel control schemes to solve the QFP, and established their global

convergence property to a feasible solution.

In convergence theory, besides the global convergence property, the establishment of

convergence rate is another important issue in guaranteeing the numerical performance

of relevant algorithms. For the CFP, the linear convergence rate of subgradient methods
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(employing the dynamic stepsize and different controls) has been established under the Slater

condition [3] or the polyhedral assumption [38]. However, to the best of our knowledge, there

is limited study devoted to establishing the convergence rate of subgradient methods for

solving the QFP. Moreover, the error bound property is a strictly weaker condition than the

Slater condition and the polyhedral assumption, and in recent years, it plays an important

role in the convergence rate analysis of various optimization algorithms; see [5, 35, 37, 39]

and references therein. This motivates us to develop an error bound-based analysis for the

convergence rate issue of subgradient methods for solving the QFP.

Except the deterministic control schemes mentioned above, the idea of the stochastic

index scheme is increasingly popular in optimization algorithms and applications; e.g., first-

order algorithms with random projection in large-scale network optimization problems [36],

incremental subgradient methods with random component selection in distributed optimiza-

tion problems [24] and stochastic gradient descent algorithms in machine learning [6]. The

stochastic control scheme was also applied in subgradient methods for solving the CFP in

[31]. However, to the best of our knowledge, the stochastic control scheme has not been

employed in subgradient methods for solving the QFP yet.

In this paper, we consider the QFP (1.1), where the involved functions are quasi-convex

and continuous, and study the subgradient methods (see Algorithms 3.1 and 3.2) for solving

the QFP in a unified framework, which covers most types of control schemes discussed in

the literature. The main contribution of the present paper is to establish the quantitative

convergence theory, including the iteration complexity and the convergence rate, of sub-

gradient methods with two typical stepsize rules and several general control schemes for

solving the QFP. In particular, the constant stepsize and the dynamic stepsize are consid-

ered (the constant stepsize is simple and practical in implementation and avoid the difficulty

in estimating the Lipschitz modulus as in the dynamic stepsize), and the α-most violated

constraints control, the s-intermittent control and the stochastic control are discussed in

this paper.

In convergence analysis, we first establish as a by-product the global convergence the-

orem and derive the (worst-case) iteration complexity of subgradient methods; concretely,

subgradient methods with a constant stepsize converge to an approximate feasible solution

of the QFP within a tolerance expressed by the stepsize, while subgradient methods with

a dynamic stepsize converge to an exact feasible solution; see Theorems 3.1, 3.3, 3.7 and

3.9. More importantly, we introduce a notion of the Hölder-type error bound property for

the QFP and use it to explore the linear (or sublinear) convergence rates of subgradient

methods to a feasible solution of the QFP; see Theorems 3.2, 3.4, 3.8 and 3.10. The estab-
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lished theorems not only extend subgradient methods in [10] to the constant stepsize rule

and the more general control schemes, but also improve the global convergence results to

the quantitative complexity and convergence rate. As far as we know, the establishment of

convergence rates of subgradient methods are new in the literature of QFP.

Moreover, the iteration complexity and convergence rates of the subgradient method with

a stochastic control are presented in terms of the expectation of violation and the expectation

of distance from the feasible solution set in Theorems 3.5, 3.6, 3.11 and 3.12, respectively.

This paper seems to be the first attempt to investigate the subgradient method with the

stochastic control for solving the QFP, and interestingly, provides a theoretical evidence for

the benefit of the stochastic control that it enjoys both advantages of low computational cost

requirement and low (worst-case) iteration complexity; see Remark 3.10 for explanation.

Finally, we formulate the multiple Cobb-Douglas production efficiency problem (M-

CDPE) [7] as an application of the QFP, also reformulate it as a CFP. Preliminary numerical

results indicate the advantage on the modeling capability of the QFP over the CFP and show

the high efficiency and stability of subgradient methods with both the constant and dynamic

stepsize rules for solving the QFP; especially the stochastic control for large-scale problem-

s. This study may deliver a new approach for finding a feasible (optimal) solution of the

large-scale MCDPE.

The present paper is organized as follows. In Section 2, we present the notations and

preliminary lemmas which will be used in this paper. In Section 3, we provide a unified

framework of subgradient methods with two stepsize rules and several control schemes to

solve the QFP and establish the quantitative iteration complexity and convergence rates.

The application to the MCDPE and the numerical results are presented in Section 4. A

conclusion is given in Section 5. The technical proofs for the global convergence and iteration

complexity are deferred to the supplementary material.

2. Notations and preliminary results

The notations used in the present paper are standard in the n-dimensional Euclidean

space Rn with inner product ⟨·, ·⟩ and norm ∥ · ∥. For x ∈ Rn and r > 0, we use B(x, r)

to denote the closed ball centered at x with radius r, and use S to denote the unit sphere

centered at the origin. As usual, let Rm
+ and Rm

++ denote the nonnegative orthant and

positive orthant of Rm, respectively. The positive simplex in Rm is denoted by ∆m
+ , that is,

∆m
+ := {λ ∈ Rm

++ :
m∑
i=1

λi = 1}.
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Moreover, we use the notation that a+ := max{a, 0} for any a ∈ R, define the positive part

of f : Rn → R by

f+(x) := max{f(x), 0} for any x ∈ Rn,

and adopt the convention that 0
0 = 0,

∑
i∈∅ ai = 0 and ∪i∈∅Ii = ∅ for any sequence of scalars

{ai} and any family of index sets {Ii}. For x ∈ Rn and Z ⊆ Rn, the Euclidean distance of

x from Z and the Euclidean projection of x onto Z are respectively defined by

d(x,Z) := min
z∈Z
∥x− z∥ and PZ(x) := argmin

z∈Z
∥x− z∥.

The normal cone of Z at x is defined by

NZ(x) := {u ∈ Rn : ⟨u, z − x⟩ ≤ 0 for any z ∈ Z}.

A function f : Rn → R is said to be quasi-convex if

f(αx+ (1− α)y) ≤ max{f(x), f(y)} for any x, y ∈ Rn and α ∈ [0, 1].

The sublevel sets of f at x are denoted by

lev<f (x) := {y ∈ Rn : f(y) < f(x)} and lev≤f (x) := {y ∈ Rn : f(y) ≤ f(x)}.

A convex function can be characterized by the convexity of its epigraph, while the geometri-

cal interpretation for a quasi-convex function is characterized by the convexity of its sublevel

sets. The following equivalent characterization of a quasi-convex function is well-known.

Proposition 2.1. f : Rn → R is quasi-convex if and only if lev<f (x) (and/or lev≤f (x)) is

convex for any x ∈ Rn.

The convex subdifferential ∂f(x) := {g ∈ Rn : f(y) ≥ f(x) + ⟨g, y − x⟩, ∀y ∈ Rn}

might be empty for the quasi-convex function (e.g., f(x) = x3 at the origin). Hence,

the introduction of (nonempty) subdifferential of quasi-convex functions is an important

issue in quasi-convex optimization. Several specific types of quasi-subdifferentials have been

introduced and explored for quasi-convex functions; see [1, 12, 18] and references therein.

In particular, Kiwiel [21], Censor and Segal [10], and Hu et al. [18] employed the following

quasi-subgradient, defined as a normal vector to its strict sublevel set, in their concerned

subgradient methods.

Definition 2.1. The quasi-subdifferential of f : Rn → R at x ∈ Rn is defined by

∂∗f(x) := Nlev<
f (x)(x) = {g : ⟨g, y − x⟩ ≤ 0 for any y ∈ lev<f (x)}.

Any vector g ∈ ∂∗f(x) is called a quasi-subgradient of f at x.
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The nonemptiness of specific subdifferential is an essential property for a certain type of

functions, e.g., the convex subdifferential for the convex functions. The following proposi-

tion is taken from [18, Lemma 2.1], saying that the quasi-subdifferential of f is nontrivial

whenever f is quasi-convex.

Proposition 2.2. Let f : Rn → R be quasi-convex. Then ∂∗f(·) \ {0} ≠ ∅.

Since ∂∗f(x) is a normal cone to the sublevel set of f at x, it follows from Proposition

2.2 that the quasi-subdifferential of a quasi-convex function contains at least a unit vector.

This is a specific property of the quasi-subdifferential beyond the convex subdifferential.

Moreover, it was claimed in [18] that

∂∗f(·) = cone(∂f(·)) whenever f is convex, (2.1)

where cone(X) denotes the convex cone hull of X.

The notion of Hölder continuity has been widely studied in harmonic analysis and frac-

tional analysis and extensively applied in economics and management science. In particular,

the Hölder condition of order 1 is reduced to the Lipschitz condition, which is equivalent to

the bounded subgradient assumption commonly used in convergence study of subgradient

methods for convex optimization problems; see, e.g., [4, 24, 32].

Definition 2.2. Let 0 < β ≤ 1 and L > 0. The function f : Rn → R is said to satisfy the

Hölder condition of order β with modulus L on X if

|f(x)− f(y)| ≤ L∥x− y∥β for any x, y ∈ X.

The Hölder condition was used to provide a fundamental property of the quasi-subgradient

in [22, Proposition 2.1], which plays an important role in the establishment of a basic in-

equality in convergence analysis of subgradient-type methods for quasi-convex optimization

problems; see, e.g., [14, 17, 18, 19]. Below we extend [22, Proposition 2.1] to the quasi-convex

inequality system.

Lemma 2.1. Let f : Rn → R be a quasi-convex and continuous function, X be a closed and

convex set, and let S := {x ∈ X : f(x) ≤ 0}. Let 0 < β ≤ 1 and L > 0, and suppose that

f satisfies the Hölder condition of order β with modulus L on X. Then, for any x ∈ S and

y ∈ X \ S, it holds that

f(y) ≤ L ⟨g, y − x⟩β for any g ∈ ∂∗f(y) ∩ S. (2.2)

Proof. By assumptions of this lemma, one can check that f+ is quasi-convex and continuous,

satisfies the Hölder condition of order β with modulus L on X, ∂∗f+(x) = ∂∗f(x) for any
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x ∈ X \ S and S = argminx∈X f+(x) (one can also refer to [19, Lemma 2.2 and Section

4.1]). Then, for any x ∈ S and y ∈ X \ S (i.e., f+(x) = 0 and f+(y) = f(y)), by applying

[22, Proposition 2.1] (to f+), we obtain

f+(y)− f+(x) ≤ L ⟨g, y − x⟩β for any g ∈ ∂∗f+(y) ∩ S;

consequently, (2.2) is satisfied. The proof is complete.

We end this section by recalling the following lemmas, which will be useful in the conver-

gence rate analysis of subgradient methods. In particular, they are taken from [20, Lemma

4.1] and [17, Lemma 2.2], respectively.

Lemma 2.2. Let ai ≥ 0 for i = 1, 2, . . . , n. Then the following assertions are true.

(i) If γ ∈ [1,∞), then 1
nγ−1 (

∑n
i=1 ai)

γ ≤
∑n

i=1 a
γ
i ≤ (

∑n
i=1 ai)

γ
.

(ii) If γ ∈ (0, 1], then (
∑n

i=1 ai)
γ ≤

∑n
i=1 a

γ
i ≤ n (

∑n
i=1 ai)

γ
.

Lemma 2.3. Let r > 0, a > 0, b ≥ 0, and let {uk} be a sequence of nonnegative scalars

such that

uk+1 ≤ uk − au1+r
k + b for each k ∈ N.

(i) If b = 0, then uk+1 ≤ u1 (1 + raur
1k)

− 1
r for each k ∈ N.

(ii) If 0 < b < a−
1
r (1 + r)−

1+r
r , then there exists τ ∈ (0, 1) such that

uk+1 ≤ u1τ
k +

(
b

a

) 1
1+r

for each k ∈ N.

3. Subgradient methods for quasi-convex feasibility problem

Let m ∈ N and I := {1, 2, . . . ,m} be a finite index set, and let {fi : i ∈ I} be a family of

quasi-convex and continuous functions defined on Rn and X ⊆ Rn be a compact and convex

set. In this paper, we consider the quasi-convex feasibility problem (QFP) that is to find a

feasible point x ∈ Rn such that

x ∈ X and fi(x) ≤ 0 for each i ∈ I. (3.1)

As usual, we assume that the QFP is consistent, i.e., the solution set of the QFP is nonempty:

S := {x ∈ X : fi(x) ≤ 0, ∀i ∈ I} ̸= ∅.

One of the most popular and practical algorithms for solving the (convex or quasi-convex)

feasibility problem is the class of subgradient methods; see [3, 10] and references therein.

In this paper, we consider subgradient methods with two typical stepsize rules and general

control schemes for solving the QFP (3.1).
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3.1. Subgradient methods with a constant stepsize

The constant stepsize is the most simple and practical stepsize rule in the implemen-

tation of subgradient methods; see, e.g., [4, 18, 24, 32]. Here we discuss the subgradient

methods with a constant stepsize for solving the QFP (3.1) in a general framework (of con-

trol schemes), stated as follows. To proceed, for each x ∈ Rn, we write I(x) to denote the

active index set of the system (3.1) at x, namely,

I(x) := {i ∈ I : fi(x) > 0}. (3.2)

Algorithm 3.1. Select an initial point x1 ∈ Rn and a constant stepsize v > 0. For each

k ∈ N, having xk ∈ Rn, we select a nonempty index set Ik ⊆ I and weights {λk,i}i∈Ik ∈

∆
|Ik|
+ , calculate gk,i ∈ ∂∗fi(xk) ∩ S for each i ∈ Ik ∩ I(xk), and update xk+1 by

xk+1 := PX

xk − v
∑

i∈Ik∩I(xk)

λk,igk,i

 . (3.3)

Remark 3.1. (i) It is clear by (3.3) that each sequence generated by Algorithm 3.1

{xi}i>k will terminate at xk once it enters S. (3.4)

(ii) It follows from (2.1) that, when applied to the convex feasibility problem (CFP),

Algorithm 3.1 is reduced to the convex subgradient method [3, 9] with a constant stepsize.

(iii) Algorithm 3.1 enjoys an advantage of simple implementation of the constant stepsize.

Censor and Segal [10] proposed the subgradient methods with classical control schemes to

solve the QFP (3.1), in which a dynamic stepsize is given in terms of the component function

values and the Hölder continuity orders and moduli. However, it is not an easy task to

estimate these parameters of the Hölder continuity for all component functions of (3.1),

which may hinder the applications of subgradient methods in [10]. In contrast, Algorithm

3.1 uses a constant stepsize and is quite practical in applications.

(iv) Algorithm 3.1 provides and extends a unified framework for the existing subgradient

methods with general control schemes for solving the QFP. For example, Hu et al. [19]

reformulated the QFP as a sum-minimization problem of quasi-convex component functions

and proposed the deterministic and randomized incremental subgradient methods to solve the

corresponding optimization problem. In particular, Algorithm 3.1 covers the deterministic

and randomized incremental subgradient methods (i.e., [19, Algorithms 3 and 4]) when {Ik}

is selected as a cyclic control and a stochastic control, respectively.

To investigate the convergence property of subgradient methods, we shall assume the fol-

lowing two blanket assumptions on the QFP (3.1) and parameters in Algorithm 3.1 through-

out the whole paper.
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Assumption 1. There exist β ∈ (0, 1] and L > 0 such that each fi satisfies the Hölder

condition of order β with modulus L on X.

Assumption 2. There exists µ > 0 such that mini∈Ik λk,i ≥ µ for each k ∈ N.

Remark 3.2. (i) Assumption 1 premises the unified Hölder continuity order and modulus

for all component functions of the QFP (3.1), which is equivalent to the Hölder condition of

each fi with different orders and moduli as assumed in [10, 19]. Indeed, suppose that each fi

in (3.1) satisfies the Hölder condition of order βi ∈ (0, 1] with modulus Li > 0 on X. Then

one can check that Assumption 1 is satisfied with

β := min
i∈I

βi and L := max
i∈I

Li diam(X)βi−β .

(ii) Assumption 2 premises a unified nonzero lower bound for weights in Algorithm 3.1,

which ensures each component of (3.1) to take sufficient contribution for seeking a feasible

solution; see [3, Remark 3.13].

Under Assumptions 1 and 2, the following lemma provides a basic inequality of Algorithm

3.1 for arbitrary type of control scheme, which shows a significant property and plays a key

tool in convergence analysis of subgradient methods.

Lemma 3.1. Let {xk} be a sequence generated by Algorithm 3.1. Then the following basic

inequality holds for each x ∈ S and k ∈ N that

∥xk+1 − x∥2 ≤ ∥xk − x∥2 − 2vµL− 1
β

∑
i∈Ik∩I(xk)

(
f+
i (xk)

) 1
β + v2. (3.5)

Proof. Fix x ∈ S and k ∈ N. We assume, without loss of generality, that Ik ∩ I(xk) ̸= ∅;

otherwise, one has by (3.3) that xk+1 = PX(xk), and thus (3.5) is satisfied automatically.

Then it follows from (3.3) and the nonexpansive property of the projection operator that

∥xk+1 − x∥2

≤ ∥xk − v
∑

i∈Ik∩I(xk)

λk,igk,i − x∥2 (3.6)

= ∥xk − x∥2 − 2v
∑

i∈Ik∩I(xk)

λk,i⟨xk − x, gk,i⟩+ v2 ∥
∑

i∈Ik∩I(xk)

λk,igk,i∥2.

Note by (3.2) that fi(xk) > 0 for each i ∈ I(xk). Then by Assumption 1 and x ∈ S, it

follows from (2.2) in Lemma 2.1 that ⟨xk − x, gk,i⟩ ≥ L− 1
β f

1
β

i (xk) = L− 1
β
(
f+
i (xk)

) 1
β for

each i ∈ I(xk). Hence we have by Assumption 2 that∑
i∈Ik∩I(xk)

λk,i⟨xk − x, gk,i⟩ ≥ µL− 1
β

∑
i∈Ik∩I(xk)

(
f+
i (xk)

) 1
β . (3.7)
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On the other side, we obtain by the convexity of ∥ · ∥2 that

∥
∑

i∈Ik∩I(xk)

λk,igk,i∥2 ≤ 1 (3.8)

(thanks to {λk,i}i∈Ik ∈ ∆
|Ik|
+ and gk,i ∈ S). This, together with (3.6) and (3.7), implies

(3.5). The proof is complete.

The control sequence of index set {Ik} plays a central role in determining the active

indices (of component functions) to be executed, and is crucial in guaranteeing the conver-

gence property and numerical performance of subgradient methods for solving the QFP. In

this paper, we consider the following general control schemes, item (a) is an extension of

the most violated constraint control and the parallel control, item (b) can be found in [3,

Definition 3.18] and is an extension of the almost cyclic control and the parallel control, and

item (c) takes the increasingly popular idea of the stochastic control from [31, 36].

Definition 3.1. Let α ∈ (0, 1] and s ∈ N, and let {xk} be a sequence generated by Algorithm

3.1. We say that {Ik} is

(a) the α-most violated constraints control if

Ik := {ik ∈ I : f+
ik
(xk) ≥ αmax

i∈I
f+
i (xk)} for each k ∈ N.

(b) the s-intermittent control if

I = Ik ∪ Ik+1 ∪ · · · ∪ Ik+s−1 for each k ∈ N.

(c) the stochastic control if Ik = {ωk} that is a uniformly distributed random variable on I.

For the remainder of this section, we assume that Assumptions 1 and 2 are always sat-

isfied, and establish the quantitative convergence theory, including the iteration complexity

and the convergence rate, of Algorithm 3.1 with the α-most violated constraints control, the

s-intermittent control and the stochastic control, respectively.

3.1.1. The α-most violated constraints control

This subsection aims to investigate the iteration complexity and the convergence rate

for Algorithm 3.1 with the α-most violated constraints control. To explore the convergence

property, the violation of the QFP (3.1) is usually measured by

F+(x) := max
i∈I

f+
i (x) for each x ∈ Rn.
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It is clear that

x ∈ S ⇔ F+(x) = 0 and x ∈ X.

By definition of the α-most violated constraints control (cf. Definition 3.1(a)), the fol-

lowing lemma about the basic inequality directly follows from Lemma 3.1.

Lemma 3.2. Let {xk} be a sequence generated by Algorithm 3.1 with {Ik} being the α-most

violated constraints control. Then the following basic inequality holds for each x ∈ S and

k ∈ N that

∥xk+1 − x∥2 ≤ ∥xk − x∥2 − 2vµ
(α
L

) 1
β (

F+(xk)
) 1

β + v2. (3.9)

By virtue of the basic inequality in Lemma 3.2 and following a standard line of anal-

ysis for subgradient methods, we first establish the convergence theorem and (worst-case)

iteration complexity for Algorithm 3.1 with the α-most violated constraints control as a

by-product. Given precision δ > 0 and tolerance T (v), the (worst-case) iteration complex-

ity of a particular algorithm is to estimate the number of iterations K(δ) required by the

algorithm to obtain an approximate T (v) + δ-feasible solution, that is,

min
1≤k≤K(δ)

F+(xk) ≤ T (v) + δ.

As usual, we use ⌈t⌉ to denote the smallest integer larger than t. The proof is given in

Appendix ?? of the supplementary material.

Theorem 3.1. Let {xk} be generated by Algorithm 3.1 with {Ik} being the α-most violated

constraints control. Then the following assertions are true.

(i) lim infk→∞ F+(xk) ≤ L
α

(
v
2µ

)β
.

(ii) Let δ > 0 and Kc
m := ⌈d

2(x1,S)
2vµδ ⌉. Then min

1≤k≤Kc
m

F+(xk) ≤ L
α

(
v
2µ + δ

)β
.

Remark 3.3. (i) Theorem 3.1 shows the convergence and iteration complexity of Algorithm

3.1 to a feasible solution of the QFP (3.1) within a tolerance when the α-most violated

constraints control is adopted. The tolerance in Theorem 3.1(i) is given in terms of the

stepsize v, the Hölder continuity order β and modulus L of the QFP, and parameters µ and

α in Algorithm 3.1; hence it provides a stepsize adjustment rule according to the precision

requirement of the solution. In particular, when applied to the most violated constraint

control scheme (namely, α = 1 and µ = 1), Theorem 3.1(i) shows that the tolerance of

Algorithm 3.1 is given by Tm = L
(
v
2

)β
.

(ii) By applying Lemma 2.2(ii) (as β ≤ 1), Theorem 3.1(ii) is reduced to min
1≤k≤Kc

m

F+(xk) ≤

L
α

(
v
2µ

)β
+ L

α δ
β with Kc

m := ⌈d
2(x1,S)
2vµδ ⌉. Letting ϵ := δβ, this shows that that Algorithm 3.1
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with the α-most violated constraints control possesses an iteration complexity of O(1/ϵ
1
β ) to

approach an approximate O(vβ) + ϵ-feasible solution.

The establishment of convergence rate is significant in guaranteeing the numerical per-

formance of relevant algorithms. The error bound property plays an important role in

convergence rate analysis of numerical algorithms. The notion of the (Lipschitz-type) error

bound property was introduced by [15, 27] for the linear inequality system and convex in-

equality system respectively, and has been extensively used in convergence rate analysis of

various numerical algorithms; see [35, 39] and references therein. As a natural extension,

the Hölder-type error bound property was introduced for polynomial systems [23] and has

been widely explored and applied in [5, 26, 37] and references therein. In particular, Suzuki

and Kuroiwa [34] investigated the Hölder-type error bound property for the quasi-convex

inequality system by virtue of a generator for the quasi-convex function and a constraint

qualification. Below we recall the Hölder-type error bound property for the QFP (3.1).

Definition 3.2. The inequality system (3.1) is said to satisfy the Hölder-type error bound

property of order q > 0 and modulus κ > 0 if

dq(x, S) ≤ κmax
i∈I

f+
i (x) for each x ∈ X. (3.10)

In particular, the inequality system (3.1) is said to satisfy the (Lipschitz-type) error bound

property if (3.10) holds with q = 1.

The following proposition provides a sufficient condition for the Hölder-type error bound

property of the QFP (3.1) in terms of that of each component function and the Slater

condition of their sublevel sets.

Proposition 3.1. Suppose that each inequality system {x ∈ X : fi(x) ≤ 0} satisfies the

Hölder-type error bound property of order q and the Slater condition is satisfied:

{x ∈ X : fi(x) < 0, ∀i ∈ I} ≠ ∅. (3.11)

Then the QFP (3.1) satisfies the Hölder-type error bound property of order q.

Proof. Write Si := {x ∈ Rn : fi(x) ≤ 0} for each i ∈ I; clearly, S = X ∩ (∩i∈ISi). By the

continuity of fi and the Slater condition (3.11), we have X ∩ (∩i∈I intSi) ̸= ∅. Hence, [3,

Corollary 5.14] is applicable to concluding that there exists τ > 0 such that

d(x, S) ≤ τ max
i∈I

d(x, Si) for each x ∈ X.

12



By the Hölder-type error bound assumption for {x ∈ X : fi(x) ≤ 0}, there exists κi > 0

such that

dq(x, Si) ≤ dq(x, Si ∩X) ≤ κif
+
i (x) for each x ∈ X,

for each i ∈ I. Hence κ := τ q maxi∈I κi > 0 is such that (3.10) is satisfied. The proof is

complete.

The main theorem of this subsection is as follows, which presents a linear convergence

rate of Algorithm 3.1 with the α-most violated constraints control to a certain neighborhood

of the feasible solution set under the assumption of the Hölder-type error bound property.

Theorem 3.2. Let {xk} be generated by Algorithm 3.1 with {Ik} being the α-most violated

constraints control. Suppose that (3.1) satisfies the Hölder-type error bound property of order

q and modulus κ. Then the following assertions are true.

(i) If q = 2β, then there exists τ ∈ [0, 1) such that, for each k ∈ N,

d2(xk+1, S) ≤ τkd2(x1, S) +
v

2µ

(
κL

α

) 1
β

. (3.12)

(ii) If q > 2β and v < (2µ)
β

β−q
(
κL
α

) 1
q−β

(
2β
q

) q
2(q−β)

, then there exists τ ∈ (0, 1) such that,

for each k ∈ N,

d2(xk+1, S) ≤ τkd2(x1, S) +

(
v

2µ

(
κL

α

) 1
β

) 2β
q

. (3.13)

Proof. Firstly, we claim that

d2(xk+1, S) ≤ d2(xk, S)− 2vµ
( α

κL

) 1
β

d
q
β (xk, S) + v2 (3.14)

for each k ∈ N. To this end, recall from (3.9) (taking x := PS(xk)) that

d2(xk+1, S) ≤ d2(xk, S)− 2vµ
(α
L

) 1
β

(F+(xk))
1
β + v2. (3.15)

By the assumption of the Hölder-type error bound property, (3.10) holds for each xk. This,

together with (3.15), yields (3.14), as desired.

(i) Suppose that q = 2β. Setting τ := (1 − 2vµ
(

α
κL

) 1
β )+ ∈ [0, 1) and by (3.14), we

achieve that

d2(xk+1, S) ≤ τd2(xk, S) + v2 for each k ∈ N.

Then we inductively obtain (3.12), and the conclusion follows.

(ii) Suppose that q > 2β and v < (2µ)
β

β−q
(
κL
α

) 1
q−β

(
2β
q

) q
2q−2β

. Then by (3.14), Lemma

2.3(ii) is applicable (with d2(xk, S),
q
2β−1, 2vµ

(
α
κL

) 1
β , v2 in place of uk, r, a, b) to obtaining

(3.13). The proof is complete.
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3.1.2. The s-intermittent control

This subsection aims to explore the iteration complexity and the convergence rate for

Algorithm 3.1 with the s-intermittent control, which is an extension of the (incremental)

cyclic control as used in [19, Algorithm 3]. To proceed, we first deduce the basic inequality

for Algorithm 3.1 with the s-intermittent control by virtue of Lemma 3.1.

Lemma 3.3. Let {xk} be a sequence generated by Algorithm 3.1 with {Ik} being the s-

intermittent control. Then the basic inequality holds for each x ∈ S and k ∈ N that

∥xs(k+1) − x∥2 ≤ ∥xsk − x∥2 − 4vµ(2L)−
1
β
(
F+(xsk)

) 1
β + sv2(1 + 2µ). (3.16)

Proof. Fix x ∈ S and k ∈ N. By applying (3.5) in Lemma 3.1 inductively, we obtain that

∥xs(k+1) − x∥2 ≤ ∥xsk − x∥2 − 2vµL− 1
β

s−1∑
j=0

∑
i∈Isk+j

(
f+
i (xsk+j)

) 1
β + sv2. (3.17)

Below we estimate the second term on the right hand side of (3.17) in terms of F+(xsk).

Firstly, let ik ∈ I be the most violated index of the inequality system (3.1) at xsk, that is,

f+
ik
(xsk) = F+(xsk) > 0 (3.18)

(otherwise, {xi}i>sk terminates at xsk ∈ S due to (3.4)). By the definition of the s-

intermittent control (cf. Definition 3.1(b)), there exists jk ∈ [0, s− 1] such that ik ∈ Isk+jk .

By the Hölder condition as in Assumption 1, one has

f
1
β

ik
(xsk) ≤

(
fik(xsk+jk) + L∥xsk+jk − xsk∥β

) 1
β

≤ 2
1
β−1

(
(f+

ik
(xsk+jk))

1
β + L

1
β ∥xsk+jk − xsk∥

)
(3.19)

(by Lemma 2.2(i) as β ≤ 1). Since ik ∈ Isk+jk and jk ∈ [0, s− 1], we get

(
f+
ik
(xsk+jk)

) 1
β ≤

∑
i∈Isk+jk

(
f+
i (xsk+jk)

) 1
β ≤

s−1∑
j=0

∑
i∈Isk+j

(
f+
i (xsk+j)

) 1
β . (3.20)

On the other side, we obtain by (3.3) and the nonexpansive property of the projection

operator that ∥xk+1 − xk∥ ≤ v∥
∑

i∈Ik∩I(xk)
λk,igk,i∥ ≤ v for each k ∈ N (thanks to (3.8)).

Then we derive inductively that ∥xsk+jk − xsk∥ ≤ sv. This, together with (3.18)-(3.20),

deduces that

21−
1
β
(
F+(xsk)

) 1
β ≤

s−1∑
j=0

∑
i∈Isk+j

(
f+
i (xsk+j)

) 1
β + L

1
β sv.

This, together with (3.17), implies (3.16). The proof is complete.
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Using the basic inequality in Lemma 3.3 and a line of analysis similar to that of Theorems

3.1 and 3.2, we can obtain in the following theorems the iteration complexity and the linear

convergence rate of Algorithm 3.1 with the s-intermittent control to a certain neighborhood

of the feasible solution set. The detailed proofs are given in Appendixes ?? and ?? of the

supplementary material.

Theorem 3.3. Let {xk} be generated by Algorithm 3.1 with {Ik} being the s-intermittent

control. Then the following assertions are true.

(i) lim infk→∞ F+(xk) ≤ 2L
(

sv(1+2µ)
4µ

)β
.

(ii) Let δ > 0 and Kc
c := ⌈ sd

2(x1,S)
4vµδ ⌉. Then min

1≤k≤Kc
c

F+(xk) ≤ 2L
(

sv(1+2µ)
4µ + δ

)β
.

Theorem 3.4. Let {xk} be generated by Algorithm 3.1 with {Ik} being the s-intermittent

control. Suppose that (3.1) satisfies the Hölder-type error bound property of order q and

modulus κ. Then the following assertions are true.

(i) If q = 2β, then there exists τ ∈ [0, 1) such that, for each k ∈ N,

d2(xs(k+1), S) ≤ τkd2(xs, S) +
sv(1 + 2µ)

4µ
(2κL)

1
β .

(ii) If q > 2β and v < (s(1 + 2µ))
q−2β

2(β−q) (4µ)
β

β−q (2κL)
1

q−β

(
2β
q

) q
2(q−β)

, then there exists

τ ∈ (0, 1) such that, for each k ∈ N,

d2(xs(k+1), S) ≤ τkd2(xs, S) +

(
sv(1 + 2µ)

4µ
(2κL)

1
β

) 2β
q

.

Remark 3.4. (i) Theorem 3.3(i) extends the convergence result of subgradient method with

an incremental control in [19] to that with the s-intermittent control, and improves [19,

Theorems 4.1] to a tighter tolerance. In particular, when applied to the cyclic control scheme,

Algorithm 3.1 is reduced to [19, Algorithm 3]; consequently, Theorem 3.3 (with µ = 1 and

s = m) shows that the generated sequence converges to a feasible solution within a tolerance

of Tc = 2L
(
3mv
4

)β
. This result improves the one in [19, Theorem 4.1] that has a much

larger tolerance of 2mL
(
mv
4

)β
. Moreover, Theorems 3.3(ii) and 3.4 extend the convergence

theorem in [19] to the quantitative iteration complexity and linear convergence rate.

(ii) Theorem 3.3(ii) shows that Algorithm 3.1 with the s-intermittent control has an

iteration complexity of O(1/ϵ
1
β ) to an approximate O(vβ)+ ϵ-feasible solution. Even though

the s-intermittent control admits the same orders of iteration complexity and tolerance with

the α-most violated constraints control (see Remark 3.3), but it requires a much larger number

of iterations and bears a much larger tolerance than the α-most violated constraints control
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when adopting the suitable parameters µ (∼ 1), s (∼ m) and α (∼ 1). Indeed, by Theorems

3.1 and 3.3, we obtain

Tc

Tm
= 21−β(3m)β ≫ 1 and

Kc
c

Kc
m

=
m

2
≫ 1.

This shows the benefit of the most violated constraints control and the parallel control over

the (almost) cyclic control. On the other side, the (almost) cyclic control has an advantage

of low computational cost requirement, especially for large-scale problems; because it only

uses the information of few component functions at each iteration, while the most violated

constraints control and the parallel control need to find the most violated index through all

component functions or calculate the subgradients of all component functions.

3.1.3. Stochastic control

The type of deterministic control schemes always suffers from certain drawbacks. As

explained in Remark 3.4(ii), the most violated constraints control and the parallel control

consume expensive computational cost at each iteration when the number of component

functions is large; while, the almost cyclic control bears with a higher iteration complexity

than these two controls. Moreover, the order used in the almost cyclic control could signif-

icantly affect the numerical performance of subgradient methods; unfortunately, it is very

difficult to determine the most favorable order in practice.

The idea of the stochastic index scheme is increasingly popular for optimization problems

with a large number of component functions [4, 24] or a large number of constraints [36].

A typical example is the stochastic gradient descent algorithm in machine learning [6], in

which only one component function is randomly selected to construct the descent direction

at each iteration.

Inspired by the idea of the stochastic index scheme, we consider the stochastic control

(cf. Definition 3.1(c)) in subgradient methods for solving the QFP (3.1) and investigate its

quantitative convergence theory. To proceed convergence analysis of Algorithm 3.1 with the

stochastic control, we provide a basic inequality in terms of conditional expectation.

Lemma 3.4. Let {xk} be generated by Algorithm 3.1 with {Ik} being the stochastic control,

and let Fk := {x1, . . . , xk} for each k ∈ N. Then the following basic inequality holds for

each x ∈ S and k ∈ N that

E
{
∥xk+1 − x∥2 | Fk

}
≤ ∥xk − x∥2 − 2v

m
L− 1

β
(
F+(xk)

) 1
β + v2. (3.21)

Proof. Fix x ∈ S and k ∈ N. Since Ik = {ωk} and µ = 1 in the stochastic control (cf.

Definition 3.1(c)), it follows from (3.5) in Lemma 3.1 that

∥xk+1 − x∥2 ≤ ∥xk − x∥2 − 2vL− 1
β
(
f+
ωk
(xk)

) 1
β + v2.
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Taking the conditional expectation with respect to Fk, one has

E
{
∥xk+1 − x∥2 | Fk

}
≤ ∥xk − x∥2 − 2vL− 1

β E
{(

f+
ωk
(xk)

) 1
β | Fk

}
+ v2. (3.22)

Noting that ωk is uniformly distributed on I, we conclude by the elementary probability

theory that

E
{(

f+
ωk
(xk)

) 1
β | Fk

}
=

1

m

∑
i∈I

(
f+
i (xk)

) 1
β ≥ 1

m

(
F+(xk)

) 1
β .

This, together with (3.22), implies (3.21). The proof is complete.

Using the basic inequality in Lemma 3.4 and following a line of analysis similar to that

of Theorem 3.1, we can establish the convergence theorem and iteration complexity for

Algorithm 3.1 with the stochastic control. The detailed proof is given in Appendix ?? of

the supplementary material.

Theorem 3.5. Let {xk} be generated by Algorithm 3.1 with {Ik} being the stochastic control.

Then the following assertions are true.

(i) It holds with probability 1 that lim infk→∞ F+(xk) ≤ L
(
mv
2

)β
.

(ii) Let δ > 0 and Kc
s := ⌈md2(x1,S)

2vδ ⌉. Then min
1≤k≤Kc

s

E {F+(xk)} ≤ L
(
mv
2 + δ

)β
.

Under the assumption of the Hölder-type error bound property, we present a linear

convergence rate of Algorithm 3.1 with the stochastic control.

Theorem 3.6. Let {xk} be generated by Algorithm 3.1 with {Ik} being the stochastic control.

Suppose that (3.1) satisfies the Hölder-type error bound property of order q and modulus κ.

Then the following assertions are true.

(i) If q = 2β, then there exists τ ∈ [0, 1) such that, for each k ∈ N,

E
{
d2(xk, S)

}
≤ τkd2(x1, S) +

mv

2
(κL)

1
β . (3.23)

(ii) If q > 2β and v <
(
m
2

) β
q−β (κL)

1
q−β

(
2β
q

) q
2(q−β)

, then there exists τ ∈ (0, 1) such that,

for each k ∈ N,

E
{
d2(xk, S)

}
≤ τkd2(x1, S) +

(mv

2
(κL)

1
β

) 2β
q

. (3.24)

Proof. Fix k ≥ N and x := PS(xk). Then (3.21) in Lemma 3.4 is reduced to

E
{
d2(xk+1, S) | Fk

}
≤ d2(xk, S)−

2v

m
L− 1

β
(
F+(xk)

) 1
β + v2.
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By the assumption of the Hölder-type error bound property, (3.10) holds for each xk. Then

the above inequality is reduced to

E
{
d2(xk+1, S) | Fk

}
≤ d2(xk, S)−

2v

m
(κL)−

1
β d

q
β (xk, S) + v2.

Taking its expectation, we have by the convexity of t
q
2β on R+ (as q ≥ 2β) that

E
{
d2(xk+1, S)

}
≤ E

{
d2(xk, S)

}
− 2v

m
(κL)−

1
β
(
E
{
d2(xk, S)

}) q
2β + v2. (3.25)

(i) Suppose that q = 2β. Setting τ := (1− 2v
m (κL)−

1
β )+ ∈ [0, 1) and by (3.25), we obtain

E
{
d2(xk+1, S)

}
≤ τE

{
d2(xk, S)

}
+ v2 for each k ∈ N.

Then we inductively obtain (3.23), and the conclusion follows.

(ii) Suppose that q > 2β and v <
(
m
2

) β
q−β (κL)

1
q−β

(
2β
q

) q
2(q−β)

. Then by (3.25), Lemma

2.3(ii) is applicable (with E{d2(xk, S)}, q
2β − 1, 2v

m (κL)
− 1

β , v2 in place of uk, r, a, b) to

obtaining (3.24). The proof is complete.

Remark 3.5. Note that Algorithm 3.1 with the stochastic control is reduced to [19, Algorith-

m 4]. Theorem 3.3(i) shows its convergence to a feasible solution of the QFP (3.1) within

a tolerance of Ts = L
(
mv
2

)β
. This result improves the one in [19, Theorem 4.2] that has

a larger tolerance of mL
(
v
2

)β
. Moreover, Theorems 3.5(ii) and 3.6 extend the convergence

theorem in [19] to the quantitative iteration complexity and linear convergence rate.

3.2. Subgradient methods with a dynamic stepsize

Although the constant stepsize is easy to implement in practical applications; however,

as shown in the preceding section, the convergence theory is only guaranteed to converge to

an approximate feasible solution within a tolerance relevant to the stepsize. If the Hölder

continuity parameters (including the order β and modulus L) are known, a dynamic stepsize

rule (depending on the function value and parameters β and L) is quite popular and widely

used in subgradient methods for solving the CFP [3] and the QFP [10]. The dynamic stepsize

rule inherits the comparable computational cost as the constant stepsize rule, but enjoys the

benefit of converging to an exact feasible solution. Here we discuss subgradient methods with

a dynamic stepsize for solving the QFP (3.1) in a unified framework (of control schemes).

Algorithm 3.2. Select an initial point x1 ∈ Rn and a sequence of stepsizes {vk} ⊆ (0,+∞)

satisfying

0 < v ≤ vk ≤ v < 2. (3.26)
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For each k ∈ N, having xk ∈ Rn, we select a nonempty index set Ik ⊆ I and weights

{λk,i}i∈Ik ∈∆
|Ik|
+ , calculate gk,i ∈ ∂∗fi(xk) ∩ S for each i ∈ Ik, and update xk+1 by

xk+1 := PX

(
xk − vk

∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 1
β

gk,i

)
. (3.27)

Remark 3.6. (i) The sequence generated by Algorithm 3.2 satisfies (3.4).

(ii) It follows from (2.1) that, when applied to the CFP, Algorithm 3.2 covers the convex

subgradient method [3] and extends to the general control schemes.

(iii) Focused on the QFP, Algorithm 3.2 covers the subgradient methods presented in

[10, 19]. In particular, Algorithm 3.2 covers [10, Algorithms 13, 15 and 17] when the

control scheme is selected as the most violated constraint control, the almost cyclic control

and the parallel control, respectively. Algorithm 3.2 covers [19, Algorithms 3 and 4] when

the control scheme is selected as the cyclic control and the stochastic control, respectively.

(iv) If the Hölder continuity order βi and modulus Li for each fi are known, the iteration

(3.27) in Algorithm 3.2 can be revised to

xk+1 := PX

(
xk − vk

∑
i∈Ik

λk,i

(
f+
i (xk)

Li

) 1
βi

gk,i

)
. (3.28)

Its quantitative convergence theory can also be established with β := mini∈I βi and L :=

maxi∈I Li by following a line of analysis similar to that in the sequel. To simplify the

notations, we adopt Assumption 1 and investigate the convergence theory of Algorithm 3.2

in the rest of this section.

In the remainder of this section, we aim to establish the quantitative convergence theory

of Algorithm 3.2 with the α-most violated constraints control, the s-intermittent control

and the stochastic control, respectively, under Assumptions 1 and 2. To this end, we first

provide a basic inequality and the descent property of Algorithm 3.2 for arbitrary type of

control scheme.

Lemma 3.5. Let {xk} be a sequence generated by Algorithm 3.2, and let x ∈ S. Then the

following assertions are true.

(i) The following basic inequality holds for each k ∈ N that

∥xk+1 − x∥2 ≤ ∥xk − x∥2 − v(2− v)µL− 2
β

∑
i∈Ik

(
f+
i (xk)

) 2
β . (3.29)

(ii) {∥xk − x∥} is monotonically decreasing.

19



Proof. Assertion (ii) directly follows from assertion (i) of this lemma and (3.26). Hence it

suffices to prove assertion (i). To this end, fix x ∈ S and k ∈ N. We assume, without loss

of generality, that xk /∈ S; otherwise, f+
i (xk) = 0 for each i ∈ I, and thus (3.29) is satisfied

automatically by (3.4) (see Remark 3.6(i)). It follows from (3.27) and the nonexpansive

property of projection operator that

∥xk+1 − x∥2 ≤∥xk − vk
∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 1
β

gk,i − x∥2

= ∥xk − x∥2 − 2vk
∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 1
β

⟨xk − x, gk,i⟩ (3.30)

+ v2k ∥
∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 1
β

gk,i∥2.

Note by x ∈ S that fi(x) ≤ 0 for each i ∈ I. Then, for each i ∈ Ik such that fi(xk) > 0,

it follows from (2.2) in Lemma 2.1 that ⟨xk − x, gk,i⟩ ≥
(

f+
i (xk)

L

) 1
β

; otherwise, f+
i (xk) = 0.

Hence we conclude that

∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 1
β

⟨xk − x, gk,i⟩ ≥
∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 2
β

. (3.31)

On the other side, we obtain by the convexity of ∥ · ∥2 that

∥
∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 1
β

gk,i∥2 ≤
∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 2
β

(thanks to {λk,i}i∈Ik ∈∆
|Ik|
+ and gk,i ∈ S). This, together with (3.30) and (3.31), implies

∥xk+1 − x∥2 ≤ ∥xk − x∥2 − vk(2− vk)
∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 2
β

.

By (3.26) and Assumption 2, it is reduced to (3.29). The proof is complete.

3.2.1. The α-most violated constraints control

This subsection aims to investigate the iteration complexity and the convergence rate

for Algorithm 3.2 with the α-most violated constraints control. To proceed, by definition of

the α-most violated constraints control (cf. Definition 3.1(a)), the following lemma about

the basic inequality directly follows from Lemma 3.5.

Lemma 3.6. Let {xk} be a sequence generated by Algorithm 3.1 with {Ik} being the α-most

violated constraints control. Then the following basic inequality holds for each k ∈ N that

d2(xk+1, S) ≤ d2(xk, S)− v(2− v)µL− 2
β
(
αF+(xk)

) 2
β . (3.32)
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By virtue of the basic inequality in Lemma 3.6 and following a line of analysis similar

to [10], we first establish the convergence theorem and iteration complexity for Algorithm

3.2 with the α-most violated constraints control as a by-product, which extends that for the

most violated constraint control and parallel control in [10, Theorems 14 and 18]. The proof

is given in Appendix ?? of the supplementary material.

Theorem 3.7. Let {xk} be generated by Algorithm 3.2 with {Ik} being the α-most violated

constraints control. Then the following assertions are true.

(i) {xk} converges to a feasible solution of the QFP (3.1).

(ii) Let δ > 0 and Kd
m := ⌈d

2(x1,S)
v(2−v)µ

(
L
αδ

) 2
β ⌉. Then min

1≤k≤Kd
m

F+(xk) ≤ δ.

Remark 3.7. Theorem 3.7 indicates an advantage of the dynamic stepsize that Algorithm

3.2 converges to an exact feasible solution, while Algorithm 3.1 is only guaranteed to converge

to a neighbourhood (depending on the stepsize) of a feasible solution; see Theorem 3.1.

Moreover, Theorem 3.7(ii) shows that Algorithm 3.2 with the α-most violated constraints

control possesses an iteration complexity of O(1/δ
2
β ) to an approximate δ-feasible solution.

The main theorem of this subsection is as follows, which presents the convergence rates

of Algorithm 3.2 with the α-most violated constraints control under the assumption of the

Hölder-type error bound property.

Theorem 3.8. Let {xk} be generated by Algorithm 3.2 with {Ik} being the α-most violated

constraints control. Suppose that (3.1) satisfies the Hölder-type error bound property of order

q. Then the following assertions are true.

(i) If q = β, then {xk} converges to a feasible solution x̄ ∈ S at a linear rate; particularly,

there exist c ≥ 0 and τ ∈ (0, 1) such that

∥xk − x̄∥ ≤ cτk for each k ∈ N. (3.33)

(ii) If q > β, then {xk} converges to a feasible solution x̄ ∈ S at a sublinear rate; particu-

larly, there exists c ≥ 0 such that

∥xk − x̄∥ ≤ ck−
β

2(q−β) for each k ∈ N. (3.34)

Proof. By the assumption of the Hölder-type error bound property, there exists κ > 0 such

that (3.10) holds for each xk. This, together with (3.32), yields

d2(xk+1, S) ≤ d2(xk, S)− ρd
2q
β (xk, S) for each k ∈ N,
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with ρ := v(2− v)µ
(

α
κL

) 2
β . Consequently, there exists c ≥ 0 such that

d(xk, S) ≤

 cτk, if q = β,

ck−
β

2(q−β) , if q > β,
(3.35)

with τ :=
√
1− ρ and by applying Lemma 2.3(i) (with d2(xk, S), ρ,

q
β − 1 in place of uk, a,

r), for each k ∈ N.

Fix l > k ∈ N. It follows from Lemma 3.5(ii) (taking x := PS(xk)) that

∥xl − xk∥ ≤ ∥xl − PS(xk)∥+ ∥xk − PS(xk)∥ ≤ 2∥xk − PS(xk)∥ = 2d(xk, S).

Hence, by the convergence of {xl} to x̄ ∈ S as shown in Theorem 3.7, we obtain

∥xk − x̄∥ = lim
l→∞

∥xl − xk∥ ≤ 2d(xk, S).

This, together with (3.35), implies (3.33) and (3.34). The proof is complete.

As mentioned in Remark 3.6(iii), [10, Algorithm 13] can be covered by Algorithm 3.2

with the most violated constraint control and using {i(k)} and 1 in place of Ik and λk,i;

[10, Algorithm 17] can be covered by Algorithm 3.2 with the parallel control and using I

and λi in place of Ik and λk,i. As direct applications of Theorems 3.7-3.8, we present the

quantitative convergence theory of [10, Algorithms 13 and 17] as in the following corollaries,

in which assertions (i) cover [10, Theorems 14 and 18], and more importantly, assertions

(ii) and (iii) improve [10] to provide the quantitative iteration complexity and convergence

rates. Moreover, we observe from Corollary 3.2(ii) that the best weighting strategy (in sense

of the iteration complexity) for the parallel control scheme is equi-weights (that is, µ = 1
m ),

if we do not have any prior ordering information on component functions.

Corollary 3.1. Let {xk} be generated by [10, Algorithm 13]. Then the following assertions

are true.

(i) {xk} converges to a feasible solution of the QFP (3.1).

(ii) Let δ > 0 and Kd
m := ⌈d

2(x1,S)
v(2−v)

(
L
δ

) 2
β ⌉. Then min

1≤k≤Kd
m

F+(xk) ≤ δ.

(iii) Suppose that (3.1) satisfies the Hölder-type error bound of order q.

(iii-a) If q = β, then {xk} converges to a feasible solution at a linear rate.

(iii-b) If q > β, then there exist x̄ ∈ S and c ≥ 0 such that

∥xk − x̄∥ ≤ ck−
β

2(q−β) for each k ∈ N.
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Corollary 3.2. Let {xk} be generated by [10, Algorithm 17]. Then the following assertions

are true.

(i) {xk} converges to a feasible solution of the QFP (3.1).

(ii) Let δ > 0 and Kd
p := ⌈d

2(x1,S)
v(2−v)µ

(
L
δ

) 2
β ⌉. Then min

1≤k≤Kd
p

F+(xk) ≤ δ.

(iii) Suppose that (3.1) satisfies the Hölder-type error bound of order q.

(iii-a) If q = β, then {xk} converges to a feasible solution at a linear rate.

(iii-b) If q > β, then there exist x̄ ∈ S and c ≥ 0 such that

∥xk − x̄∥ ≤ ck−
β

2(q−β) for each k ∈ N.

Remark 3.8. Corollaries 3.1(ii) and 3.2(ii) can be also obtained from [10, (26) and (44)],

respectively.

3.2.2. The s-intermittent control

This subsection aims to provide the iteration complexity and the convergence rate of

Algorithm 3.2 with the s-intermittent control, which is an extension of the almost cyclic

control as used in [10, Algorithm 15] and the parallel control as used in [10, Algorithm 17].

To proceed, we first deduce its basic inequality by virtue of Lemma 3.5.

Lemma 3.7. Let {xk} be a sequence generated by Algorithm 3.1 with {Ik} being the s-

intermittent control. Then the basic inequality holds for each x ∈ S and k ∈ N that

d2(xs(k+1), S) ≤ d2(xsk, S)−
2v(2− v)µ

1 + 4s

(
F+(xsk)

2L

) 2
β

. (3.36)

Proof. Fix x ∈ S and k ∈ N. By applying (3.29) in Lemma 3.5 inductively, we obtain that

∥xs(k+1) − x∥2 ≤ ∥xsk − x∥2 − v(2− v)µL− 2
β

s−1∑
j=0

∑
i∈Isk+j

(
f+
i (xsk+j)

) 2
β . (3.37)

Below we estimate the second term on the right hand side of (3.37) in terms of F+(xsk).

Firstly, let ik ∈ I be the most violated index of the inequality system (3.1) at xsk, that is,

f+
ik
(xsk) = F+(xsk) > 0 (3.38)

(otherwise, {xi}i>sk terminates at xsk ∈ S due to (3.4)). By the definition of the s-

intermittent control (cf. Definition 3.1(b)), there exists jk ∈ [0, s− 1] such that ik ∈ Isk+jk .

Then one has by Assumption 1 that

f
2
β

ik
(xsk) ≤

(
fik(xsk+jk) + L∥xsk+jk − xsk∥β

) 2
β

≤ 2
2
β−1

(
(f+

ik
(xsk+jk))

2
β + L

2
β ∥xsk+jk − xsk∥2

)
(3.39)
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(by Lemma 2.2(i) as β ≤ 1). Since ik ∈ Isk+jk and jk ∈ [0, s− 1], we get

(
f+
ik
(xsk+jk)

) 2
β ≤

∑
i∈Isk+jk

(
f+
i (xsk+jk)

) 2
β ≤

s−1∑
j=0

∑
i∈Isk+j

(
f+
i (xsk+j)

) 2
β . (3.40)

On the other side, in view of Algorithm 3.2, we obtain by (3.27) and the nonexpansive

property of the projection operator that

∥xk+1 − xk∥2 ≤ v2k∥
∑
i∈Ik

λk,i

(
f+
i (xk)

L

) 1
β

gk,i∥2 ≤ 4
∑
i∈Ik

(
f+
i (xk)

L

) 2
β

(thanks to (3.26), {λk,i}i∈Ik ∈∆
|Ik|
+ and gk,i ∈ S) for each k ∈ N. Then we derive by Lemma

2.2(i) that

∥xsk+jk − xsk∥2 ≤ s
s−1∑
j=0

∥xsk+j+1 − xsk+j∥2 ≤ 4s
s−1∑
j=0

∑
i∈Isk+j

(
f+
i (xsk+j)

L

) 2
β

.

This, together with (3.38)-(3.40), deduces that

(
F+(xsk)

) 2
β ≤ (1 + 4s) 2

2
β−1

s−1∑
j=0

∑
i∈Isk+j

(
f+
i (xsk+j)

) 2
β .

This, together with (3.37) (taking x := PS(xsk)), implies (3.36). The proof is complete.

Using the basic inequality in Lemma 3.7 and a line of analysis similar to that of Theorems

3.7 and 3.8, we can obtain in the following theorems the iteration complexity and convergence

rates of Algorithm 3.2 with the s-intermittent control to a feasible solution. The detailed

proofs are given in Appendixes ?? and ?? of the supplementary material.

Theorem 3.9. Let {xk} be generated by Algorithm 3.2 with {Ik} being the s-intermittent

control. Then the following assertions are true.

(i) {xk} converges to a feasible solution of the QFP (3.1).

(ii) Let δ > 0 and Kd
c := ⌈ s(1+4s)d2(x1,S)

2v(2−v)µ

(
2L
δ

) 2
β ⌉. Then min

1≤k≤Kd
c

F+(xk) ≤ δ.

Theorem 3.10. Let {xk} be generated by Algorithm 3.2 with {Ik} being the s-intermittent

control. Suppose that (3.1) satisfies the Hölder-type error bound property of order q. Then

the following assertions are true.

(i) If q = β, then {xk} converges to a feasible solution at a linear rate.

(ii) If q > β, then there exist x̄ ∈ S and c ≥ 0 such that

∥xk − x̄∥ ≤ ck−
β

2(q−β) for each k ∈ N.
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Remark 3.9. Theorem 3.9(ii) shows that Algorithm 3.2 with the s-intermittent control has

an iteration complexity of O(1/δ
2
β ) to an approximate δ-feasible solution, which admits the

same order with the α-most violated constraints control (see Remark 3.7), but requires a

much larger number of iterations when adopting the suitable parameters s (∼ m) and α

(∼ 1). Indeed, by Theorems 3.7 and 3.9, we obtain

Kd
c

Kd
m

= s(1 + 4s)2
β
2 −1 ≫ 1.

As mentioned in Remark 3.6, [10, Algorithm 15] can be covered by Algorithm 3.2 with the

almost cyclic control and using {i(k)} and 1 in place of Ik and λk,i. As a direct application of

Theorems 3.9 and 3.10, we present the quantitative convergence theory of [10, Algorithm 15]

as follows, in which assertion (i) covers [10, Theorem 16], and more importantly, assertions

(ii) and (iii) improve [10] to provide the iteration complexity and convergence rates.

Corollary 3.3. Let {xk} be generated by [10, Algorithm 15]. Then the following assertions

are true.

(i) {xk} converges to a feasible solution of the QFP (3.1).

(ii) Let δ > 0 and Kd
c := ⌈ s(1+4s)d2(x1,S)

2v(2−v)

(
2L
δ

) 2
β ⌉. Then min

1≤k≤Kd
c

F+(xk) ≤ δ.

(iii) Suppose that (3.1) satisfies the Hölder-type error bound of order q.

(iii-a) If q = β, then {xk} converges to a feasible solution at a linear rate.

(iii-b) If q > β, then there exist x̄ ∈ S and c ≥ 0 such that

∥xk − x̄∥ ≤ ck−
β

2(q−β) for each k ∈ N.

3.2.3. Stochastic control

This subsection aims to provide the iteration complexity and the convergence rate of

Algorithm 3.1 the stochastic control. An interesting finding is disclosed by Theorem 3.11 that

the stochastic control has a significant favorable effect on the performance of the subgradient

method; concretely, the stochastic control enjoys both advantages of the low computational

cost requirement of the (almost) cyclic control and the low (worst-case) iteration complexity

of the parallel control; see Remark 3.10 for details. To proceed convergence analysis, we

provide below a basic inequality in terms of conditional expectation.

Lemma 3.8. Let {xk} be generated by Algorithm 3.2 with {Ik} being the stochastic control,

and let Fk := {x1, . . . , xk} for each k ∈ N. Then the following basic inequality holds for

each x ∈ S and k ∈ N that

E
{
∥xk+1 − x∥2 | Fk

}
≤ ∥xk − x∥2 − v(2− v)

m
L− 2

β
(
F+(xk)

) 2
β . (3.41)
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Proof. Fix x ∈ S and k ∈ N. Since Ik = {ωk} and µ = 1 in the stochastic control (cf.

Definition 3.1(c)), it follows from (3.29) in Lemma 3.5 that

∥xk+1 − x∥2 ≤ ∥xk − x∥2 − v(2− v)L− 2
β
(
f+
ωk
(xk)

) 2
β .

Taking the conditional expectation with respect to Fk, one has

E
{
∥xk+1 − x∥2 | Fk

}
≤ ∥xk − x∥2 − v(2− v)L− 2

β E
{(

f+
ωk
(xk)

) 2
β | Fk

}
. (3.42)

Noting by definition of the stochastic control (cf. Definition 3.1(c)) that ωk is uniformly

distributed on I, we have by the elementary probability theory that

E
{(

f+
ωk
(xk)

) 2
β | Fk

}
=

1

m

∑
i∈I

(
f+
i (xk)

) 2
β ≥ 1

m

(
F+(xk)

) 2
β .

This, together with (3.42), implies (3.41). The proof is complete.

Using the basic inequality in Lemma 3.8 and following a line of analysis similar to that

of Theorem 3.7, we can establish the convergence theorem and iteration complexity for

Algorithm 3.2 with the stochastic control. The detailed proof is given in Appendix ?? of

the supplementary material.

Theorem 3.11. Let {xk} be generated by Algorithm 3.2 with {Ik} being the stochastic

control. Then the following assertions are true.

(i) {xk} converges to a feasible solution of the QFP (3.1) with probability 1.

(ii) Let δ > 0 and Kd
s := ⌈md2(x1,S)

v(2−v)

(
L
δ

) 2
β ⌉. Then min

1≤k≤Kd
s

E {F+(xk)} ≤ δ.

Remark 3.10. Theorem 3.11(ii) provides a theoretical evidence for the benefit of the s-

tochastic control in the sense of the iteration complexity. In particular, the stochastic control

enjoys both advantages of the low computational cost requirement of the (almost) cyclic con-

trol (much less than the parallel control) and the low (worst-case) iteration complexity of the

parallel control (much less than the cyclic control). Indeed, by Theorem 3.11 and Corollaries

3.2 and 3.3, we derive

Kd
s

Kd
p

= mµ ∼ 1 and
Kd

s

Kd
c

=
m

s(1 + 4s)
21−

2
β ≪ 1,

where the best weighting strategy for the parallel control is such that µ = 1
m and the cyclic

control is such that s = m.

Under the assumption of the Hölder-type error bound property, we present the conver-

gence rates of Algorithm 3.2 with the stochastic control.
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Theorem 3.12. Let {xk} be generated by Algorithm 3.2 with {Ik} being the stochastic

control. Suppose that (3.1) satisfies the Hölder-type error bound property of order q. Then

the following assertions are true.

(i) If q = β, then there exist c ≥ 0 and τ ∈ (0, 1) such that

E {d(xk, S)} ≤ cτk for each k ∈ N. (3.43)

(ii) If q > β, then there exists c ≥ 0 such that

E {d(xk, S)} ≤ ck−
β

2(q−β) for each k ∈ N. (3.44)

Proof. Fix k ≥ N and x := PS(xk). Then (3.41) in Lemma 3.8 is reduced to

E
{
d2(xk+1, S) | Fk

}
≤ d2(xk, S)−

v(2− v)

m
L− 2

β
(
F+(xk)

) 2
β .

By the assumption of the Hölder-type error bound property, there exists τ > 0 such that

(3.10) holds for each xk. Then the above inequality is reduced to

E
{
d2(xk+1, S) | Fk

}
≤ d2(xk, S)− ρd

2q
β (xk, S),

where ρ := v(2−v)
m

(
1
κL

) 2
β . Taking the expectation on the above inequality, we derive by the

convexity of t
q
β on R+ (as q ≥ β) that

E
{
d2(xk+1, S)

}
≤ E

{
d2(xk, S)

}
− ρ

(
E
{
d2(xk, S)

}) q
β .

This shows that there exists c ≥ 0 such that

E
{
d2(xk, S)

}
≤

 cτ2k, if q = β,

ck−
β

(q−β) , if q > β,

with τ :=
√
1− ρ and by applying Lemma 2.3(i) (with E

{
d2(xk, S)

}
, ρ, q

β − 1 in place of

uk, a, r), for each k ∈ N. These, together with that (E {d(xk, S)})2 ≤ E
{
d2(xk, S)

}
, imply

(3.43) and (3.44), respectively. The proof is complete.

Remark 3.11. As shown in Theorems 3.7, 3.9 and 3.11, the sequence generated by Algo-

rithm 3.2 with general control schemes converges to a feasible solution of the QFP (3.1).

Hence the (linear or sublinear) convergence rates of Algorithm 3.2 can be established under

a weaker assumption of the Hölder-type local error bound property at x̄ ∈ S, namely,

for any r > 0, there is κr > 0 such that (3.10) holds for each x ∈ X ∩ B(x̄, r).
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4. Numerical experiments

This section aims to consider the application of the feasibility problem to the multiple

Cobb-Douglas (CD) production efficiency problem (MCDPE) [7] and to carry out numerical

experiments to illustrate the performance of subgradient methods for solving the correspond-

ing feasibility problem. Numerical results indicate the advantage on the modeling capability

of the QFP over the CFP and show the high efficiency and stability of subgradient methods

for solving the QFP.

In this numerical study, we consider the MCDPE that has a variety of important ap-

plications in economics and management science. The classical CD production efficiency

problem aims to find an optimal strategy of factors such that the CD efficiency (profit/cost)

of one production is maximized. Extended to the case of multiple productions, the MCDPE

aims to find a feasible strategy such that the CD efficiency of these productions are larger

than certain targets, respectively. Formally, consider a set of m productions with s projects

and n factors. Let x ∈ Rn denote the amounts of n factors. For i = 1, . . . ,m, the profit

function of production i can be expressed as a CD function

Profiti(x) := wi

n∏
j=1

x
ai,j

j ,

where wi ≥ 0 and ai,· ∈∆n
+; and the cost function of production i is formulated as a linear

function

Costi(x) := ui + ⟨ci,·, x⟩,

where ui ≥ 0 and ci,· ∈ Rn
+. Due to the constraints of daily profit or operating cost, the

investment amounts of factors should fall in the following closed and convex constraint set

X := {x ∈ Rn
+ : ∥x∥∞ ≤ D, ⟨bt,·, x⟩ ≥ pt, t = 1, . . . , s},

where D ≥ 0, pt ≥ 0 and bt,· ∈ Rn
+. Given a family of targets {ri ∈ R+ : i = 1, . . . ,m} on the

production efficiency of these m productions, the MCDPE aims to find a feasible solution

such that the CD efficiency of these productions are larger than given targets. Thus it can

be formulated as a feasibility problem

x ∈ X and fi(x) := ri −
Profiti(x)

Costi(x)
≤ 0 for i = 1, . . . ,m. (4.1)

This is a QFP because each CD efficiency function is quasi-concave on Rn
+ due to [33,

Theorems 2.3.3 and 2.5.1]. Furthermore, as X ⊆ Rn
+, the QFP (4.1) is equivalent to the

following CFP

x ∈ X and gi(x) := riCosti(x)− Profiti(x) ≤ 0 for i = 1, . . . ,m, (4.2)
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which could also be solved by the subgradient methods for the CFP [3].

In the numerical experiments, we will apply subgradient methods with two stepsize rules

and several types of control schemes to solve the QFP (4.1) associated to the MCDPE, and

compare with subgradient methods for solving the CFP (4.2). The simulation data of the

MCDPE are randomly generated as follows. Firstly, the parameters of the MCDPE are

randomly generated by a uniform distribution from different intervals:

wi ∈ [0, 10], ai,j , bt,j , ui, ci,j ∈ [0, 1], and pt ∈ [0, n/2];

then a feasible point x̄ ∈ X is generated by a uniform distribution from [0, D] with D := 100,

and the targets of CD efficiency (with an additive noise) are calculated by

ri :=
Profiti(x̄)

Costi(x̄)
+ 10−6ϵi,

where ϵi is a uniformly distributed random variable from [0, 1]. In the implementation

of Algorithm 3.2, the Hölder continuity order is set as βi := minj=1,...,n ai,j as in (3.28).

The Hölder continuity modulus L is a constant that is not easy to estimate (see Remark

3.1(iii)); alternatively we involve this modulus L in the setting of the stepsize v, that is to

set v ← vL− 1
β as different values. In the implementation of Algorithms 3.1 and 3.2 (as well

as subgradient methods for the CFP), the stepsize is set to be v = 1 as default.

All numerical experiments are implemented in MATLAB R2014a and executed on a

personal desktop (Intel Core Duo i7-8550, 1.80 GHz, 8.00 GB of RAM). The performance

of each algorithm is evaluated by:

• (Accuracy) The sum of total violation error (STVE):

STVE :=
m∑
i=1

(
ri −

Profiti(x)

Costi(x)

)+

.

• (Speed) The CPU time cost from the algorithm begins to it stops, in which the stopping

criterion is set as STVE ≤ 1e-6 or the number of iterations is larger than 200.

• (Stability) The ratio of successful estimating, in which STVE < 1e-5.

The first experiment is to compare the convergence behavior of subgradient methods for

solving the QFP (4.1) and the CFP (4.2) with two stepsize rules (including the constant

stepsize and the dynamic stepsize) and different types of control schemes (including the

cyclic control, the most violated constraint control, the parallel control and the stochastic

control). Figure 1 plots the variation of the STVE along the number of iterations for the

MCDPE problem with (m,n, s) = (50, 10, 10). It is illustrated in Figure 1 that subgradient
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methods (with both the constant and dynamic stepsize rules) for solving the QFP converge

much faster than that for the CFP, and they approach a feasible solution of the MCDPE

within a few iterations for these typical control schemes.
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Figure 1: Convergence behavior of subgradient methods.

The second experiment is to show the stability of subgradient methods for solving the

MCDPE problem with (m,n, s) = (50, 10, 10). Conducting 100 random simulations, Figure

2(a) plots the successful rates of subgradient methods for the QFP (4.1) and the CFP

(4.2) with different control schemes, and Figures 2(b) and (c) draws the successful rates

of subgradient methods for the QFP with the dynamic stepsize and the constant stepsize,

respectively, in which the stepsize v varies from [0.01, 5]. It is illustrated from Figure 2(a)

subgradient methods with both the constant and dynamic stepsize rules for solving the

QFP are more stable than that for solving the CFP, and from Figures 2(b) and (c) that

subgradient methods for the QFP are quite stable on the stepsize and have a high successful

rate, except a too small stepsize leads to a quite slow convergence.
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Figure 2: Successful rate of subgradient methods.

The third experiment is to illustrate the numerical performance (in terms of the STVE

and the CPU time) of subgradient methods for different dimensional MCDPE. In this exper-

iment, we set (m,n, s) = (5n, n, n) with n varying from [10,100]. Figure 3 denotes the CPU

time (seconds) cost by subgradient methods for solving the QFP and the CFP, and Figure

4 denotes the STVE of solutions obtained by subgradient methods along with the variation

of n, with different stepsize rules and control schemes. Figures 3 and 4 demonstrate that
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subgradient methods for the QFP obtain a more accurate feasible solution of the MCDPE

within much less CPU time than that for the CFP, especially for large-scale problems. Nu-

merical results of these three experiments reveal the advantage of the QFP on the modeling

capability over the CFP and show the high efficiency and stability of subgradient methods

(with the constant/dynamic stepsize rules and typical control schemes) for solving the QFP.
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Figure 3: CPU time of subgradient methods.
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Figure 4: Accuracy of subgradient methods.

The last experiment aims to compare the numerical capability of these four types of

control schemes in subgradient methods for solving the large-scale QFP, e.g., (m,n, s) =

(5n, n, n) or (m,n, s) = (500n, n, n) with n varying from [10,1000]. Subgradient methods

with these four types of control schemes can all obtain a feasible solution of the MCDPE

within a short CUP time. Figure 5 shows the CPU time (seconds) cost by subgradient

methods with different stepsize rules and control schemes to obtain a feasible solution of the

QFP when m = 5n and m = 500n, respectively. It is observed that the stochastic control

converges faster than the most violated constraint control, both of which cost less CPU time

than the cyclic control and the parallel control. This result is consistent with Remarks 3.4,

3.9 and 3.10.

5. Conclusion

In this paper, we proposed a unified framework of subgradient methods for solving the

QFP, in which the constant/dynamic stepsize rules and several general control schemes

were discussed. The quantitative convergence results, including the iteration complexity
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Figure 5: CPU time of subgradient methods for large-scale QFP.

and the convergence rates, of subgradient methods were explored under the assumptions

of the Hölder condition and/or the Hölder-type error bound property. Particularly, the

iteration complexity results validated the benefit of the stochastic control that it enjoys both

advantages of low computational cost requirement and low (worst-case) iteration complexity;

the linear (or sublinear) convergence rates of subgradient methods to a feasible solution were

established via an error bound-based analysis.

A difficulty on estimating the Hölder continuity modulus remains in the implementa-

tion of subgradient methods with the dynamic stepsize. To avert this obstacle, Nesterov

[25] proposed a universal gradient method with an adaptive adjustment strategy of Hölder

continuity modulus for its gradient. However, due to the difference between the analysis of

gradient methods and that of subgradient methods, it still remains an open question how

to establish the convergence theory of subgradient methods with an adaptive adjustment

strategy of Hölder continuity modulus for the objective function.
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